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Abstract

Conjugate gradient methods are probably the most famous iterative methods for solv-
ing large scale optimization problems in scientific and engineering computation, charac-
terized by the simplicity of their iteration and their low memory requirements. It is well
known that the search direction plays a main role in the line search method. In this
paper, we propose a new search direction with the Wolfe line search technique for solving
unconstrained optimization problems. Under the above line searches and some assump-

toms—the-ghobal . tthreoi hod b N o]
results and comparisons with other CG methods are given.
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1. Introduction

Consider the unconstrained optimization problem
{min f(z), z€R"}, (1)

where f : R™ — R is continuously differentiable. The line search method

usually takes the following iterative formula
Tht1 = Tk + apdg (2)

The iterative formula of the conjugate gradient method is given by (1.2), where

ay is a steplength which is computed by carrying out a line search, and dj, is the
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search direction defined by

— 0K sik=1
dgy1 = (3)
—Gk+1 + Bpdi sik > 2

where ), is a scalar and g (z) denotes V f (z).

Conjugate gradient methods differ in their way of defining the scalar parameter
By In the literature, there have been proposed several choices for 3, which give rise
to distinct conjugate gradient methods. The most well known conjugate gradient
methods are the Hestenes—Stiefel (HS) method [11], the Fletcher—Reeves (FR)
method [9], the Polak-Ribiére-Polyak (PR) method [20,22 |, the Conjugate Descent
method(CD) [8], the Liu-Storey (LS) method [14], the Dai-Yuan (DY) method [6],
and Hager and Zhang (HZ) method [12].

The main aim of this note is to show that the descent property holds for all k
and the global convergence is achieved for an inexact line search.

This paper is organized as follows. In the next section, the New algorithms
are stated and descent property is presented. The global convergence of the new
methods are established in Section 3. Numerical results and a conclusion are

presented in Section 4 and in Section 5, respectively.

2. New Algorithm and descent property

In this section, we give the specific form of the proposed conjugate gradient
method as follows. Then we can define the following descent direction as the search

direction in (1.2),

_ _ 9k : —
prL- [P ith=1 (4)

—ng +dp_y ifk>2
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The following theorem indicates that, in the inexact case, the search direction

dy, satisfies descent property.

Theorem 1 If the steplength ay is computed by the Wolfe line search with § <

1

o <3, , then for the proposed conjugate gradient method, the inequality
k=1 k=1 |
—- Yol <gld, <2+ 0! (5)
=0 §j=0

holds for all k, and hence the descent property
T
g5 di, < 0,Vk (6)

holds, as long as g # 0 .

3. Global convergence

In order to establish the global convergence of the proposed method, we assume
that the following assumption always holds, i.e. Assumption 3.1 :

Assumption 3.1 :

Let f be twice continuously differentiable, and the level set L = {z € R"™ | f (x) < f (z1)}}}

be bounded

Theorem 2 Suppose that x1 is a starting point for which Assumption 3.1 holds.
Consider the New method (1.2) and (2.1). If the steplength oy, is computed by the
strong Wolfe line search with § < o < %, then the method is globally convergent,

i.e.,

lgminf llgell = 0 (7)
—00
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4. Numerical results and discussions

In this section we report some numerical results obtained with an implemen-
tation of the CGBB algorithm. For our numerical tests, we used test func-
tions and Fortran programs from ([01],[03]). Considering the same criterias as
in ([02]), the code is written in Fortran and compiled with f90 on a Workstation
Intel Pentium 4 with 2 GHz. We selected a number of 105 unconstrained opti-
mization test functions in generalized or extended form [17] (some from CUTE
library [03]). For each test function we have taken twenty (20) numerical ex-
periments with the number of variables increasing as n = 2,10, 30, 50, 70, 100,
300, 500, 700, 900, 1000, 2000, 3000, 4000, 5000, 6000, 7000, 8000, 9000, 10000. The al-
gorithm implements the Wolfe line search conditions (1.3) and (1.4), and the same
stopping criterion ||V f (x1)|| < 107°. In all the algorithms we considered in this
numerical study the maximum number of iterations is limited to 100000.

The comparisons of algorithms are given in the following context. Let f/AZ%! and|]
f#AEE2 be the optimal value found by ALG1 and ALG2, for problem i = 1, ..., 962,
respectively. We say that, in the particular problem i, the performance of ALG1

was better than the performance of ALG2 if:
|fALG1 _ f_ALG2| < 1073

and the number of iterations, or the number of function-gradient evaluations,
or the CPU time of ALG1 was less than the number of iterations, or the num-
ber of function-gradient evaluations, or the CPU time corresponding to ALG2,
respectively.

In a performance profile plot, the top curve corresponds to the method that
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solved the most problems in a time that was within a factor 7 of the best time.
The percentage of the test problems for which a method is the fastest is given on
the left axis of the plot. The right side of the plot gives the percentage of the test
problems that were successfully solved by these algorithms, respectively. Mainly,
the right side is a measure of the robustness of an algorithm.

In the set of numerical experiments we compare CGBB algorithm to Steepest

descent algorithm, CG_DESCNET, PRP and F'R conjugate gradient methods.

5. conclusion

In this paper, we have proposed a new and simple dj, that is easy to implement.
We have also provided proof that this method converges globally with strong Wolfe
line search.The presented numerical results illustrated the efficiency and robustness
of our proposed method.

Our future work is concentrated on studying the convergence properties and

numerical performance of our proposed method using different inexact line searches
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